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Abstract: Quantitative phase imaging enables precise characterization of cellular shape and 

motion. Variation of cell volume in populations of cardiomyocytes can help distinguish their 

types, while changes in optical thickness during beating cycle identify contraction and 

relaxation periods and elucidate cell dynamics. Parameters such as characteristic cycle shape, 

beating frequency, duration and regularity can be used to classify stem-cell derived 

cardiomyocytes according to their health and, potentially, cell type. Unlike classical patch-

clamp based electrophysiological characterization of cardiomyocytes, this interferometric 

approach enables rapid and non-destructive analysis of large populations of cells, with 

longitudinal follow-up, and applications to tissue regeneration, personalized medicine, and 

drug testing. 
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OCIS codes: (180.3170) Interference microscopy; (100.2960) Image analysis; (170.1530) Cell analysis. 
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1. Introduction 

Being able to accurately characterize human pluripotent stem cell-derived cardiomyocytes 

(hPSC-CMs)–cardiac muscle cells–has important applications, ranging from the development 

of drugs on general populations of cells or on a patient’s own cells for personalized medicine 

[1], to classifying cells after differentiation for basic scientific studies of cardiac and stem 

cells and for regenerative medicine applications [2], and determining cell viability for 

repairing damaged heart tissue [3]. The gold standard for hPSC-CM characterization in cell 

culture is the whole-cell patch clamp [4], where the intracellular voltage of a cell is measured 

to characterize its action potential. Patch clamping is slow and tedious, is prone to user bias 

during cell selection, and destroys the cells after testing. A less invasive method of detecting 

electrical activity in cells is based on multi-electrode arrays (MEAs) to measure the 

extracellular field potential, but this method is not usually used for cell classification because 

it detects only fast transients, since it is insensitive to slow variations in cell potential [5], and 

it requires complex analysis to determine the origin of the signal. 

Recently, less invasive optical methods of detecting and eliciting action potentials have 

been developed, establishing optophysiology as an alternative to electrophysiology for 

controlling and monitoring electrically-active cells and organs [6]. Voltage sensitive dyes and 

genetically encoded voltage indicators (GEVIs) change brightness of fluorescence in 

accordance to the transmembrane voltage. They have been used for drug testing, and have 

shown potential for cell classification [7, 8]. Although fluorescence techniques are less 

destructive and enable higher throughput than patch clamp measurements, they have other 

drawbacks. Voltage sensitive dyes can affect cell membrane properties and are limited by 

photobleaching and phototoxicity [9]. GEVIs require a lengthy process of conferring the 

protein expression [7]. 

Since cardiomyocyte motion is correlated with the action potential, as demonstrated by 

intracellular patch clamp measurements [10, 11] and by extracellular MEA recordings [12, 

13], analysis of cell motion measured optically, herein referred to as optophysiology, could 

replace electrical detection. Phase microscopy enables label-free, non-destructive, and high 

throughput characterization of cardiomyocyte motion. Methods based on block matching, a 

lateral motion detection algorithm, using Zernike phase contrast microscopy have been 

developed to extract motion timing characteristics in dense monolayers of hPSC-CMs, such 

as beating frequency, regularity and duration, and changes thereof upon addition of drugs [12, 

13].These methods work well on monolayers of synchronized cells, which exhibit stronger 

beating than single cells. Evaluation of single cell motion using lateral motion vector analysis 

has so far required complex manual segmentation into several slices around the origin of the 

beat [11]. One study demonstrated applicability of intensity correlation analysis to detection 

of changes in segmented blocks of images using Zernike phase contrast microscopy. It 

enabled detection of beating in dense monolayers and in single cells [10]. While the changes 

in intensity of the phase contrast images are related to a change in the cell height, analysis of 

the cell changes in height were not quantitative due to the nature of Zernike phase contrast 

microscopy [14]. 
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These methods can be improved using quantitative three-dimensional (3D) imaging of the 

cell shape. Quantitative phase imaging (QPI) maps the optical path difference (OPD) between 

the light that travels through the cell and the average path length through the sample. QPI has 

been used to study spatiotemporal dynamics of rat cardiomyocytes in culture [15, 16] and to 

analyze the temporal characteristics of strongly beating confluent, synchronized hPSC-CMs 

[17]. Laser-based illumination in the latter study caused speckling and out-of-focus 

interference, resulting in significant temporal noise. Therefore, statistical methods were 

necessary to extract the motion characteristics from the noisy background in populations of 

cells, which precluded applicability of that setup to characterization of single cells. 

Previous QPI studies of other cell types demonstrated several examples of cells 

classification using morphological features, such as volume, dry mass, shape, and refractive 

index. In cancer research applications, such features have been used to classify cells as 

cancerous vs. noncancerous [18], discriminate between different cancer cell lines [19], and 

distinguish primary from metastatic cancer cells [18, 20]. QPI based morphological features 

can also be used to discriminate between normal and sickle cell red blood cells [21, 22], 

assess the effects of blood storage conditions on their shape [23], and have the potential as a 

marker for Parkinson’s disease in neurons [24]. 

In this paper, we demonstrate quantitative phase imaging of cardiomyocytes with 

sufficiently low noise to extract timing characteristics of single asynchronously beating 

hPSC-CMs as well as morphological features. Using bright collimated LED illumination 

helps eliminate speckling and spurious interference effects associated with more coherent 

sources, while enabling sufficiently fast frame rates for complete characterization of the cell’s 

beat cycle. The common path design helps minimize mechanical noise, and with the use of 

high optical magnification, it becomes possible to average signals over the extent of the cell 

to reduce the noise. Excellent signal-to-noise ratio with this method provides detailed 

characterization of single cells with respect to their viability, cell type, and drug interactions. 

This optophysiological method may not only characterize cardiomyocytes in a manner similar 

to traditional electrophysiology, but also enable applications that require non-invasive 

characterization, longitudinal follow-up, and high throughput. 

2. Methods 

2.1 Quantitative phase imaging system 

To acquire quantitative representations of hPSC-CMs in three spatial dimensions, we employ 

diffraction phase microscopy (DPM) - a single shot, common-path off-axis implementation of 

QPI [25]. It provides a measure of optical thickness in each pixel, the optical path difference 

(OPD) between the cell and the average phase of the sample, which for isolated cell cultures 

is dominated by the medium. The OPD is defined as follows: 

     1 0
0

2
, , ,

h

x y n x y z n dz





   (1) 

which for a 2-dimensional representation could be simplified as following: 

       1 0

2
, , ,x y n x y n h x y





    (2) 

where n1(x,y,z) is the refractive index of the sample at each point, n0 is the refractive index of 

the medium, h(x,y) is the height of the sample at each point, and λ is the illumination 

wavelength. 

Unlike traditional phase microscopy techniques, which visualize morphological features 

of cells mostly qualitatively, QPI provides quantitative measure of the optical path length at 

each pixel. From this, the optical volume of the cell can be calculated as an integral of OPD 

over the cell area, in units of rad × µm2. Since the OPD is proportional to the difference in 
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refractive indices of the cell and the surrounding medium, as shown in Eq. (1-2), optical 

volume could be converted to cell dry mass, assuming a certain refractive increment of 

protein content [26], and if the reference arm provided an ideal image-free beam. However, if 

the reference arm in common path interferometry is not completely free of the image content, 

it creates a negative phase halo around the objects [27], which distorts the OPD map. 

Our DPM setup, shown in Fig. 1(a), included a 660nm LED (Thorlabs M660L4) coupled 

into a 400 µm diameter multimode fiber and collimated by a reflective collimator (Thorlabs 

RC04SMA-01). The resulting beam had a divergence angle of 13 mrad. With 0.14 mW/mm2 

on the sample, the minimum time for full exposure of the camera was 8ms, matching the 

imaging frame rate of 125 fps. At the camera port, the beam was split by a diffraction grating 

(Edmund Optics 46-074) into various diffraction orders. The first order containing image 

information was passed through the system unaltered, and the reference arm in the common-

path interferometer was obtained by filtering the zero diffraction order through a 150 micron 

pinhole, while the other orders were blocked. The interference pattern between the 1st and the 

0th orders created on the camera after passing through the 4f system, with lenses of f1 = 50 

mm and f2 = 250 mm, had an interference fringe width which exceeded the 2.7 pixels per 

fringe minimum for proper reconstruction [28]. We used two cameras in these experiments: a 

Basler AC2040-90-um and a Phantom v641. With the Phantom v641 camera, up to 25-30 

single cells could be imaged in a field of view, depending on the plating sparsity. To reduce 

the mechanical noise, the entire output path was shielded from air flow. 

 

Fig. 1. a) Diffraction Phase Microscopy Setup. b) Raw image of one cell. Inset 1) Zoom 

illustrating bending of the diffraction fringes at the cell edge. Inset 2) Zoom illustrating dust or 

imperfections on the grating. c) Calculated OPD image of an hPSC-CM. 

A single background image with no sample was acquired as a reference prior to cell 

imaging in each experiment. Fast-phase reconstruction was chosen as the preferred method to 

extract the OPD image and remove noise, including grating imperfections [29]. Steps taken 

on the sample and reference image separately included Fourier transforming the images by 

FFT, circularly shifting the spectrum to center the first diffraction order, applying a Gaussian 

low-pass filter to select the image content while rejecting the zero order, and taking the 

inverse FFT of the resulting images. Then the sample image was divided by the reference 

image, and the final OPD, excluding any static background, was calculated as the angle of the 

exponential function. 

Further processing to extract the time-dependent changes in cells, including integration of 

the OPD over the cell, is described in Section 3.2. The cell area was calculated as the number 

of pixels within the cell boundaries, multiplied by the pixel area. The optical volume was 

calculated by summing the OPD over all the pixels within a cell and multiplying by the pixel 

area. 
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2.2 Cardiomyocyte cell culture and imaging conditions 

hPSC-CMs of type Sendai 15 [30] were differentiated from human induced pluripotent stem 

cells. The cells were seeded at low density and imaged in a stage top incubator at 37 °C and 

5% CO2. Only cardiomyocytes beating asynchronously with respect to neighboring cells, and 

without large visible vacuoles, were used for the motion analysis. A total of 116 hPSC-CM 

cells were analyzed from two different preparations. 

 

Fig. 2. a) Spatial distribution of noise in one frame. b) Histogram of the phase in pixels from 

a), with standard deviation noted. c) Spatial distribution of noise in one frame after spatial 

averaging over 173x173 pixels. d) Histogram of the phase in pixels from c), with standard 

deviation noted. 

3. Results 

3.1 Noise level in DPM system 

The noise level of the imaging system defines its phase sensitivity. We characterized the 

spatial noise level in the processed OPD images by calculating the phase difference between 

sequentially acquired images without a sample. Phase distribution in the images taken with 

the Basler AC2040-90-um camera are shown in Fig. 2(a). The corresponding histogram, 

shown in Fig. 2(b), demonstrates the width of the noise distribution - 3 mrad, which is close 

to the shot noise level defined by the pixel well depth [31]. 

Integrating the phase signal over the area within the cell boundaries helps reduce the noise 

level. In our method of extracting the beat signal, described in Section 3.2, the phase signals 

in two frames are subtracted, then an absolute value is taken before summing the 

contributions of each pixel within the cell boundaries. Subtraction of the phase signals causes 

a slight increase in the standard deviation, to 4 mrad, due to summation of two independent 

normally distributed random variables [32]. When the signal is significantly above the noise 

(as in the case with cardiomyocytes in motion), taking absolute value does not change the 

noise distribution, and therefore the effect of averaging is similar to that in the raw noise data. 

A typical cell has an area between 32,000 to 600,000 pixels, with 150,000 pixels on average. 

Averaging over an area of 173 by 173 (about 30,000) pixels improved the noise level by an 

order of magnitude, as shown in Fig. 2(c)-2(d). The effect of spatial averaging is much 

weaker than the square root of the number of pixels due to spatial correlation introduced by 
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the low pass filtering via pinhole and by the spatial frequency cut-off during image 

reconstruction. 

For pixels with the signal near the noise level, the absolute value operation converts the 

noise distribution into a half normal, resulting in an offset of the average by σ(2/π), where σ 

is the standard deviation of the normal distribution before the absolute value operation [32]. 

This offset by about 3 mrad per pixel in the absence of signal results in a small positive value 

of the phase rate of change during the rest periods, as shown below (Fig. 4(a)). 

Conversion of the phase sensitivity into minimum detectable motion depends on the 

difference in refractive indices between the cell and the surrounding medium. Rearranging 

Eq. (2) to express Δh as a function of Δ yields the following:  

 1 0

( , )
( , )

2 ( , )

x y
h x y

n x y n

 




 


(3) 

with λ = 660 nm, and the minimum refractive index difference n1-n0 = 0.05 [33], 3 mrad of 

phase noise corresponds to about 6nm of motion. 

Temporal noise in the system was measured by acquiring 300 frames, with no sample. 

Using the first frame as a reference, the standard deviation of the phase value in each pixel 

over time turned out to be 1.8 mrad. Averaging the phase value in each pixel over multiple 

frames decreased the noise level by the square root of the number of frames, as expected for a 

white Gaussian noise. 

Fig. 3. a) Phase image of a cell with outlined boundaries. b) Maximum changes in phase 

during the beating cycle. 

3.2 Analysis of the cell motion 

hPSC-CMs are typically characterized by the shape of their action potentials [34]. Since 

motion of the cardiomyocytes is controlled by the changes in cell potential [12], we analyze 

the cell motion instead. 

An example of a phase image of a cardiomyocyte, relative to the sample-free reference is 

shown in Fig. 3(a). Cell beating can be seen in a time-series of such images, as shown in a 

video Visualization 1. Cell movements can be seen better when subsequent images are 

subtracted from the first frame, as shown in Fig. 3(b), and in the video Visualization 2, where 

an increase in optical thickness is shown in red, and a decrease - in blue. With the phase 

changes during beating cycles reaching 200-300 mrad, and noise level of about 3 mrad, the 

SNR is on the order of 100:1. 

The phase rate of change (d(x,y)/dt) is then calculated in each pixel for each time point 

using the following relationship: 
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      1 1, ,,

2
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r

dt
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where -1(x,y), (x,y) and +1(x,y) are the measured OPD at one pixel, in three consecutive 

frames, and r is the frame rate of the camera. 

 

Fig. 4. a) Phase rate of change calculated from the time-dependent data in Fig. 3. b) 

Characteristic beat cycle of cell in a). c) Example of the phase rate of change data from another 

cell, showing variation between cells. 

One way to assess cell dynamics is to integrate the phase rate of change over the cell. For 

this purpose, the cell boundaries are first defined using ImageJ, as illustrated in Fig. 3, and a 

binary mask with all cells in the field of view is created. Absolute values of the phase rate of 

change for each frame, given in Eq. (4), are calculated for every pixel in the cell and then 

summed over all pixels within the cell boundary, collapsing the data into a single value per 

time point for a cell. This data can be plotted over time as shown in Fig. 4(a), where two 

peaks in the periodic signal represent the contraction and relaxation parts of the beating cycle. 

SNR in this approach exceeds 100:1. 

 

Fig. 5. Distributions of selected characteristic cycle parameters in population of cells. a) Duty 

cycle. b) Peak separation time. 

3.3 Characteristic beating cycles 

To extract a characteristic beating cycle for each cell, the peaks of the phase rate of change 

are identified, overlaid, and the cycles are averaged together. Examples of characteristic 

cycles of two different cells are shown in Figs. 4(b)-4(c) in bold, while the individual cycles 

are shown on the same scale with thinner lines. Characteristics of the cell dynamics, such as 

peak separation (delay between the contraction and relaxation peaks) and the active time 

(phase rate of change above certain threshold), can be extracted from the average cycle, as 

demonstrated in Figs. 4(b) and 4(c). Threshold phase rate of change for the definition of the 

active time was set to 15% of the peak value. 

The hPSC-CMs are typically classified into atrial-, nodal-, and ventricular-like subtypes 

[34], based on the shape of AP. The action potential duration (APD) is often defined as a 
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length of the plateau at 80-90% level of the maximum, corresponding to the time between the 

contraction and relaxation phases of the beating cycle. The peak separation in the phase rate 

of change plot represents a similar characteristic. The active time was chosen as a parameter 

that may be related to the lower threshold (10-20%) of the APD. Histograms in Fig. 5 show 

the distribution of the peak separation time and of the duty cycle, calculated as the fraction of 

the active time within the total cycle duration. 

 

Fig. 6. a) Histogram of the average frequency for 90 cells. b) Histogram of BRI for 90 cells. c) 

Example of irregularly beating cell representing higher end of the BRI spectrum. 

3.4 Quantifying cellular activity 

Beating frequency is an important parameter in classifying cell types and characterizing their 

responses to drugs [2, 35, 36]. Frequency was calculated as the inverse of the average beat 

period, and the distribution of frequencies among the cell population is shown in Fig. 6(a). 

Irregular beating of single nodal hPSC-CMs has been linked to irregularity in the heart beat 

[37], and is an important indicator of drug toxicity [35]. The Beat Regularity Index (BRI), 

defined as the standard deviation of the beat period divided by the mean beat period, was 

calculated for 90 cells and its histogram is shown in Fig. 6(b), where irregular cells, such as 

the one shown in Fig. 6(c), represent higher values in the histogram. 

 

Fig. 7. The area (a) and optical phase volume (b) in a population of cells. 

3.5 Cardiomyocyte shape characteristics 

One potentially important factor for cell classification is their size. Distributions of the area 

and optical phase volume in a population of hPSC-CMs are shown in Fig. 7. The average area 

was 3223 ± 2394 µm2, ranging from 720 to 14299 µm2. The average optical phase volume 

was 349 ± 141 rad × µm2, ranging from 155 to 891 rad × µm2. Monitoring these 

characteristics over time would provide a quantitative measure of cell growth or decline under 

various environmental conditions, and the differences in size of hPSC-CMs may be used for 

their classification. 
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4. Discussion 

QPI with bright collimated LED illumination provides quantitative measures of the cell 

motion with low noise, thereby enabling analysis of the dynamics of single asynchronously 

beating cells, rather than the confluent beating populations analyzed previously with 

significantly noisier QPI [17]. Axial integration of the optical phase makes this method more 

inclusive and more sensitive than lateral motion vector detection methods, including block 

detection [11–13]. Previously reported Zernike methods have SNR in the range of 10:1 to 

40:1 on populations of beating cells, and SNR greatly decreases with weakly beating single 

cells. 

Analysis of the cell-integrated rate of phase change reveals the peaks corresponding to 

contraction and relaxation of the beating cell, similar to observations based on Zernike phase 

contrast methods in confluent populations of cells, where timing of several aspects of the 

motion signal has been correlated with different parts of the action potential. Such correlation 

could replace tedious and destructive patch-clamp recordings (electrophysiology) with non-

invasive quantitative phase imaging (optophysiology). 

Histograms of all characteristics of the beating cycle analyzed with our method, including 

beating frequency, active time and duty cycle, showed a continuous distribution of properties. 

Although traditionally hPSC-CMs are classified into the atrial-, nodal-, and ventricular-like 

subtypes, recent studies demonstrated that hPSC-CMs do not cleanly separate into these 

classes, and their properties represent a continuum, changing over time [2, 38]. Our data 

supports this conclusion and enables observation of their development over time. One 

particularly useful measure of cells’ health is regularity of their beating cycle [34, 37]. This 

measure is quantified by the Beating Regularity Index (BRI) histogram, which can be easily 

extracted from QPI data, and used for assessment of the cell viability and drug testing. 

Monitoring the phase variation during beating cycle, based on either the absolute maximum 

or the average phase change over a cell, may provide a convenient quantitative measure of 

cell activity, for which currently there is no established metric. 

Light scattering properties related to cell size and shape were used to classify pluripotent 

and differentiated hematopoietic stem cells with flow cytometry [39]. Similarly, cell optical 

phase volume may be helpful for classification of hPSC-CMs. QPI-based optical phase 

volume measurement may be advantageous compared to other methods of volume 

characterization, such as confocal microscopy, because dry mass is insensitive to variations in 

osmolarity [33], and data can be acquired in a single shot. QPI measurements can also be 

performed while the cells are attached to a surface and beating, unlike flow cytometry. 

5. Conclusions 

QPI enables a non-invasive, label-free method for analysis of cell size, shape and motion, 

with high SNR. Optophysiology using QPI provides a non-destructive and simple alternative 

to classical patch-clamp based electrophysiological characterization of cardiomyocytes. QPI 

detects the beating cycle, with its characteristic contraction and relaxation phases, and can be 

used for longitudinal analysis of the stem cells’ development for utilization in regenerative 

medicine. It can also be used for development of drugs, including personalized medicine 

applications. 

Since patch clamp affects cell motion, it impedes direct comparison of the action potential 

with motion in single cells, and therefore less invasive measurements of cell potential are 

required. One such method could be voltage-sensitive dyes, and further studies may shed 

additional light relating the details of cell motion to dynamics of its electric potential. 
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